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Conditional SWF
This work: SWF in the joint spaceIdeally: Collection of SWFs
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Motivated by the analogy of uniform projections and fully-connected layers
Change the distribution of the projections

Pyram
idal Schedules

Locally-Connected Projections

Experiments
Unconditional Image Generation

Image InpaintingClass-Conditional Image Generation
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Introduction

Background
1D Wasserstein distance (closed form):

Inverse cumulative distribution functions (CDF) Associated transport map:

Sliced-Wasserstein distance:

Based on projections:

SWF: Gradient flow in the Wasserstein space minimizing

Velocity field:

Monte Carlo estimation over unit sphere

(Bonnotte 2013; Liutkus et al., 2019)

one-dimensional CDF estimations

Wasserstein Space

Initial distribution

Target distribution

Nonparametric methods enjoy infinite capacity and flexibility but have been

less explored in generative modeling. In these work, we

• Reveal the conditional modeling capabilities of SWF

• Introduce inductive biases for image tasks into SWF

Main takeaways:

• The first nonparametric conditional generative model

• Achieve comparable performance with parametric generative models

TL;DR: A nonparametric conditional 
generative model (without NN & SGD 
training) achieves promising results.
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